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Abstract

We obtain new linear programs for bounding the performance and proving the stability of queueing networks. They exploit the key facts that the transition probabilities of queueing networks are shift invariant on the relative interiors of faces and the cost functions of interest are linear in the state. A systematic procedure for choosing different quadratic functions on the relative interiors of faces to serve as surrogates of the differential costs in an inequality relaxation of the average cost function leads to linear program bounds. These bounds are provably better than earlier known bounds. It is also shown how to incorporate additional features such as the presence of virtual multiserver stations to further improve the bounds. The approach also extends to provide functional bounds valid for all arrival rates.
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1 Introduction

In [1, 2] linear programs are provided to bound the performance of queueing networks.

The duality of the LP in [1] to a stability establishing LP in [3] was shown in [4].
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Functional bound LPs were demonstrated for closed networks in [5] and open networks in [6].

In this paper we obtain new LPs which provide superior performance bounds, upper or lower. They are based on exploiting the key fact that the transition probabilities for queueing networks are shift invariant in the relative interiors of faces. This allows for a systematic construction of separate quadratic functions in each such region which serve as surrogates for the differential cost functions in an inequality relaxation of the average cost equation of dynamic programming [7]. The result is LPs which provide provably better bounds than earlier. Several examples are provided to show their superiority to earlier bounds.

We also show how to incorporate the presence of any virtual multiserver stations, see [8, 9, 10], into the bounding procedure to further improve the bounds.

The procedure also extends to provide functional bounds valid over a range of arrival rates just by solving a single LP.

2 Description of queueing network

To expose the ideas in their simplest form, we consider open re-entrant lines – the approach applies to more general networks as in [1].

An open re-entrant line is a queueing network consisting of S stations $\sigma_1, \sigma_2, \ldots, \sigma_S$, at which customers receive service, and L buffers $b_1, b_2, \ldots, b_L$, at which they await service. Buffer $b_i$ is serviced at station $\sigma(i) \in \{\sigma_1, \ldots, \sigma_S\}$, and we write $i \in \sigma$ to denote that $\sigma(i) = \sigma$. Customers arrive at buffer $b_1$ as a Poisson process of rate
λ. Upon completing service from buffer $b_i$ at station $\sigma(i)$, a customer moves next to buffer $b_{i+1}$ at station $\sigma(i+1)$, unless $i = L$ in which case the customer exits the system. The service time of a customer in buffer $b_i$ is exponentially distributed with mean $\frac{1}{\mu_i}$. All service times and interarrival times are independent. The state of the system is $x(t) = (x_1(t), x_2(t), \ldots, x_L(t))^T$ where $x_i(t)$ is the number of customers in buffer $b_i$ at time $t$. Let $u_i(t) = 1$ if a customer in buffer $b_i$ is undergoing service at time $t$, and $u_i(t) = 0$ otherwise. Each station can only serve one customer at any given time. A scheduling policy is called non-idling if a station is busy whenever any of its buffers is nonempty. We restrict attention to such non-idling policies. A special case of a non-idling policy is a buffer priority policy $\theta$ which is given by a priority ordering $(\theta(1), \theta(2), \ldots, \theta(L))$, a permutation of $\{1, 2, \ldots, L\}$, with the understanding that priority is given at a station $\sigma$ to that nonempty buffer $b_i$ for which $\theta(i) < \theta(j)$ for all other nonempty buffers $b_j$ located at $\sigma$. The priority is implemented in a preempt resume manner.

We normalize time so that $\lambda + \sum_{i=1}^{L} \mu_i = 1$, and sample the system at all random times $\tau_n$ corresponding to arrivals, and real or virtual service completions, where we assume that each buffer not being served has a virtual customer in service. Let $u_i(t) = 1$ if a customer in buffer $b_i$ is being served by station $\sigma(i)$ at time $t$, and $0$ otherwise. Assuming that each $u_i(t)$ is constant in $[\tau_n, \tau_{n+1})$, we obtain a controlled Markov chain whose state, denoted $x(n)$, is the vector $x(\tau_n)$ of the continuous time process. Similarly, we denote by $u(n)$ the control vector $u(\tau_n)$. If $e_i = (0, 0, \ldots, 0, 1, 0, \ldots, 0)^T$ is the unit vector with a 1 in the $i$th position, and $e_{L+1}$ is the zero vector, then the controlled
transition probabilities are:

\[ p_{x,x+e_i}(u) = \lambda \]

\[ p_{x,x-e_i+e_{i+1}}(u) = \mu_i u_i \quad \text{for } i = 1, 2, \ldots, L. \]

Note that \( u_i = 1 \) is feasible above only if \( x_i \geq 1 \). Above \( x \in \mathbb{Z}_+^L \).

3 The average cost inequality

We start with a well known idea, consisting of relaxing the average cost equation to an inequality.

**Lemma 3.1.** Consider a stationary control policy \( u(x) \). Let \( c(x) \) be a given one-step cost function. Let \( x(0) \) be an arbitrary initial condition.

(i) Suppose there is a real number \( J \), and a function \( W(x) \) which is bounded below such that

\[ J + W(x) \geq c(x) + \sum_{y \in \Lambda} p_{x,y}(u(x))W(y) \text{ for all } x. \tag{1} \]

Then

\[ J \geq \limsup_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} Ec(x(n)). \tag{2} \]

(ii) Suppose there is a real number \( J \), and a function \( W(x) \) which is bounded above such that

\[ J + W(x) \leq c(x) + \sum_{y \in \Lambda} p_{x,y}(u(x))W(y) \text{ for all } x. \tag{3} \]
Then
\[ J \leq \liminf_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} E c(x(n)). \] (4)

**Proof:** The inequality in (1) can be written as
\[ J + W(x(n)) \geq c(x(n)) + E[W(x(n+1)) | x(n)], \]
and so
\[ J \geq \frac{1}{N} \sum_{n=0}^{N-1} c(x(n)) + \frac{EW(x(N)) - W(x(0))}{N}. \]
Since \( W(x(N)) \) is bounded below, taking the limit yields the result. The proof of (ii) is similar. \( \square \)

For a general system an inequality such as (1) or (3) is formidable to verify since it needs to be satisfied for all \( x \). However for queueing networks a key property is that the transition probabilities are shift invariant in the relative interiors of faces. That is, for any \( y \geq x \) (componentwise) in the relative interior of the face, and any \( u \) feasible for \( x \), which is therefore also feasible for \( y \).

\[
\begin{align*}
p_{x,x+e_1}(u) &= p_{y,y+e_1}(u) = \lambda \\
p_{x,x-e_i+e_{i+1}}(u) &= p_{y,y-e_i+e_{i+1}}(u) = \mu_i u_i.
\end{align*}
\]
A second key fact is that our interest centers on the choice of the cost function \( c(x) = |x| := \sum_{i=1}^{L} x_i \), a linear function of \( x \). As a consequence, it turns out that if \( W(x) \) is a quadratic function, then verification of an inequality such as (1) or (3) on the infinite number of states in the entire relative interior of a face can be done by merely verifying a finite number of inequalities.
It is shown in the Appendix that the choice \( W(x) = \frac{1}{2} x^T Q x + p^T x \) improves upon the linear programs in [1]. To obtain linear programs yielding greater improvement we employ a different quadratic function on the relative interior of each face.

We need to define what we mean by the relative interiors of faces. Let \( \phi = (\phi_1, \phi_2, \ldots, \phi_L)^T \) be a binary vector with each \( \phi_i = 0 \) or 1. Each \( \phi \) labels a region

\[
X^\phi := \{ x \in \mathbb{Z}_+^L : x_i \geq 1 \text{ if } \phi_i = 1, \text{ and } x_i = 0 \text{ if } \phi_i = 0 \}
\]

of the nonnegative orthant of the integer lattice where only certain components are nonzero. In each such region we allow a separate quadratic

\[
W^\phi(x) = \frac{1}{2} x^T Q^\phi x + p^\phi^T x + c^\phi, \quad (Q^\phi = \text{symmetric}),
\]

and consider the composite

\[
W(x) = W^\phi(x) \text{ if } x \in X^\phi.
\]

As will be shown, only a finite number of inequalities need to be checked to guarantee [1] or (3).

4 Buffer priority policies

Buffer priority policies are easier to consider than other stationary policies since in each \( X^\phi \) only one choice of \( u \) is made; call it \( u(\phi) \). For each \( x \), let \( \phi(x) \) denote that label for which \( x \in X^\phi(x) \). To verify (1) we need to ensure that

\[
J - |x| \geq \lambda [c^{\phi(x+e_1)} + p^{\phi(x+e_1)}^T (x + e_1) + \frac{1}{2} (x + e_1)^T Q^{\phi(x+e_1)} (x + e_1)]
\]

\[
- c^{\phi(x)} - p^{\phi(x)}^T x - \frac{1}{2} x^T Q^{\phi(x)} x.
\]
\[ + \sum_{i:w_i(\phi(x))=1} \mu_i \left[ c^{\phi(x-e_i+e_{i+1})} + p^{\phi(x-e_i+e_{i+1})} (x - e_i + e_{i+1}) \right] \\
+ \frac{1}{2} (x - e_i + e_{i+1})^T Q^{\phi(x-e_i+e_{i+1})} (x - e_i + e_{i+1}) - c^{\phi(x)} - p^{\phi(x)} x \\
- \frac{1}{2} x^T Q^{\phi(x)} x \text{ for all } x. \] (6)

We want to simplify this by exploiting the key fact that \( \phi(x) \) does not vary with \( x \) unless the set of nonzero components is changed. If \( x_1 = 0 \), then \( \phi(x + e_1) \) is different from \( \phi(x) \). Similarly if \( x_i = 1 \) or \( x_{i+1} = 0 \), then \( \phi(x - e_i + e_{i+1}) \) differs from \( \phi(x) \). Thus, a finer subdivision of \( X^\phi \) is called for.

Let \( \psi = (\psi_1, \psi_2, \ldots, \psi_L)^T \) be a vector with each \( \psi_i \in \{0, 1, 2\} \). Each such \( \psi \) labels a region

\[ Y^\psi = \{ x \in Z_+^L : x_i = 0 \text{ if } \psi_i = 0, x_i = 1 \text{ if } \psi_i = 1, \text{ and } x_i \geq 2 \text{ if } \psi_i = 2 \}. \]

Each \( Y^\psi \) is a subset of \( X^{\phi(\psi)} \).

Let \( D^\psi \) denote the diagonal matrix with \( d^\psi_{ii} = 1 \) if \( \psi_i = 2 \), and 0 otherwise. Then for \( x \in Y^\psi \), \( D^\psi x \) extracts from \( x \) only those components which are equal to 2 in \( \psi \). Thus, every vector \( x \in Y^\psi \) can be written as \( x = \psi + D^\psi z \) for some \( z \in Z_+^L \). Hence \( x \in Y^\psi \iff x = \psi + D^\psi z \) for some \( z \in Z_+^L \), and moreover for such \( x \),

\[ \phi(x + e_1) = \phi(\psi + e_1), \]
\[ \phi(x - e_i + e_{i+1}) = \phi(\psi - e_i + e_{i+1}). \]

This renders the above \( \phi \)'s dependent only on the label \( \psi \), and not \( x \).

In turn, this allows us to simplify (6). We need only ensure that for each \( \psi \),

\[ J - |\psi + D^\psi z| \geq \lambda [c^{\phi(\psi+e_1)} + p^{\phi(\psi+e_1)}] (\psi + D^\psi z + e_1) \]
\[
\frac{1}{2}(\psi + D^\psi z + e_1)^T Q^{\phi(\psi + e_1)}(\psi + D^\psi z + e_1)
\]
\[
-\phi(\psi) - \phi(\psi)^T (\psi + D^\psi z) - \frac{1}{2}(\psi + D^\psi z)^T Q^{\phi(\psi)}(\psi + D^\psi z)
\]
\[
+ \sum_{i: \mu_i(\phi(\psi)) = 1} \mu_i \phi(\psi - e_i + e_{i+1}) + \phi(\psi - e_i + e_{i+1})^T (\psi + D^\psi z - e_i + e_{i+1})
\]
\[
+ \frac{1}{2}(\psi + D^\psi z - e_i + e_{i+1})^T Q^{\phi(\psi - e_i + e_{i+1})} (\psi + D^\psi z - e_i + e_{i+1})
\]
\[
- \phi(\psi) - \phi(\psi)^T (\psi + D^\psi z) - \frac{1}{2}(\psi + D^\psi z)^T Q^{\phi(\psi)}(\psi + D^\psi z)
\]

for all \(z \in \mathbb{Z}_+^L\).

Since the right-hand side above is a quadratic in \(D^\psi z\), and the left-hand side is affine in \(D^\psi z\), this reduces to checking a quadratic inequality

\[
J \geq d^\psi + r^\psi T D^\psi z + \frac{1}{2} z^T D^\psi S^\psi D^\psi z \quad \text{for all} \quad z \in \mathbb{Z}_+^L. \tag{7}
\]

The constant \(d^\psi\), the vector \(r^\psi\), and the symmetric matrix \(S^\psi\) are specified in Appendix A.2.

To ensure that (7) holds, we can require that

\[
J \geq d^\psi \quad \tag{8}
\]

\[
r^{\psi T} D^\psi \leq 0 \quad \text{(componentwise)} \quad \tag{9}
\]

\[D^\psi S^\psi D^\psi\] is conegative.

Above, a symmetric matrix \(A\) is conegative if \(x^T A x \leq 0\) for all \(x \in \mathbb{R}_+^L\), i.e., in the nonnegative orthant. The last condition is met by the more stringent condition

\[
D^\psi S^\psi D^\psi \leq 0 \quad \text{(componentwise)}. \quad \tag{10}
\]
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The inequalities (8, 9, 10) are linear in the variables $c^\phi$, $p^\phi$, and $Q^\phi$.

We also want to ensure that each $W^\phi(x)$ is bounded below in $X^\phi$. An easy though restrictive way to do this is as follows (a less restrictive way will be shown later). We write $x \in X^\phi$ as $x = \phi + D^\phi z$ for some $z \in \mathbb{Z}_+^L$ where $D^\phi$ is a diagonal matrix with $d_{ii} = 1$ if $\phi_i = 1$, and 0 otherwise. Then

$$W^\phi(x) = (1/2)z^T D^\phi Q^\phi D^\phi z + \phi^T Q^\phi D^\phi z + (1/2)\phi^T Q^\phi \phi + p^\phi \phi + p^\phi T D^\phi z + c^\phi.$$  

This will be bounded below by the constant terms in the above expression if

$$\bar{p}^\phi := D^\phi p^\phi + D^\phi Q^\phi \phi \geq 0 \text{ (componentwise)}, \quad (11)$$

and

$$\bar{Q}^\phi := D^\phi Q^\phi D^\phi \geq 0 \text{ (componentwise)}. \quad (12)$$

This allows linear programming to determine a performance bound.

**Theorem 4.1: (Upper and lower bounds for buffer priority policies).** Fix a buffer priority policy $u(\cdot)$ and consider the one step cost function $c(x) = |x|$.

(i) Let \{c^\phi, p^\phi and symmetric Q^\phi\} be the decision variables in the linear program:

$$\text{Min } J$$

subject to (8, 9, 10) for each $\psi$ and (11, 12) for each $\phi$. Its value $J$ is an upper bound as in (2).
(ii) The value of the LP

\[
\begin{align*}
\text{Max} & \quad J \\
\text{subject to} & \\
J & \leq d^\psi \\
r^\psi I D^\psi & \geq 0 \text{ (componentwise)} \\
D^\psi S^\psi D^\psi & \geq 0 \text{ (componentwise)}
\end{align*}
\]

for each \( \psi \), is a lower bound as in (4).

**Proof:** Lemma 3.1 proves (i). For (ii), if the first moment is not finite, then any bound obtained by the linear program is trivially a lower bound. Thus, assume a finite first moment. The proof of Theorem 1 of [4], shows that under this assumption \( \lim_{N \to \infty} E | x(N) |^2 / N = 0 \), which is sufficient to show \( \lim_{N \to \infty} E [W(x(N))] / N = 0 \) (since \( W(x) \) is merely a glorified quadratic). Hence, the need for \( W(x) \) to be bounded above in the proof of Lemma 3.1 (ii) is eliminated. \( \square \)

Above we have taken the easiest, and most restrictive path, to guaranteeing that the inequalities of (7) hold, and that \( W(x) \) is bounded below. For (7), the basic issue is of ensuring that a quadratic maintains a certain sign throughout the positive orthant. A sharper approach is to use the following characterization.

**Lemma 4.2.** A quadratic \( c + p^T x + \frac{1}{2} x^T Q x \) is nonnegative over all \( x \in \mathbb{R}^l_+ \) if and only if

\[
c \geq 0 \tag{13}
\]
\[ Q \text{ is copositive,} \quad (14) \]

and

\[ x^T (cQ - pp^T /2)x \geq 0 \quad \text{for all} \quad x \in R^L_+ \text{ with } p^Tx < 0. \quad (15) \]

**Proof:** Since \( x = 0 \) is a valid choice, (13) is necessary. For large \( x \), the quadratic term dominates the linear and constant terms. Hence (14) is also needed. The restriction on the linear term is a bit more indirect. Clearly, if \( p^Tx \geq 0 \), then (13, 14) are sufficient to ensure nonnegativity at \( x \). Hence consider an \( x \in R^L_+ \) with \( p^Tx < 0 \). Scaling \( x \) by \( \alpha \geq 0 \) yields \( c + \alpha (p^Tx) + \alpha^2 \left( \frac{1}{2} x^T Q x \right) \), a quadratic in \( \alpha \). Since \( Q \) is copositive and \( x \in R^L_+, \frac{1}{2} x^T Q x \geq 0 \). Hence the quadratic in \( \alpha \) is convex. Requiring the minimum over \( \alpha \geq 0 \) to be nonnegative yields (15). \( \square \)

The issue of a quadratic function being bounded below is addressed by the following lemma.

**Lemma 4.3.** Consider a quadratic \( f(x) = p^Tx + \frac{1}{2} x^T Q x \) for \( x \in R^L_+ \).

(i) If \( f(x) \) is bounded below, then \( Q \) is copositive and \( p^T x \geq 0 \) for all \( x \) such that \( x^T Q x = 0 \).

(ii) If \( Q \) is copositive and \( p^T x > 0 \) for all \( x \) such that \( x^T Q x = 0 \), then \( f(x) \) is bounded below.

**Proof:** The necessary condition in (i) is clearly true. To prove (ii), argue by contradiction. If \( f(x) \) is not bounded below in \( R^L_+ \), then there is a sequence \( \{x_n\} \in R^L_+ \) with \( r_n := \|x_n\| \to +\infty \) satisfying \( \delta_n := -f(x_n) \to +\infty \). Without loss of generality, suppose
that \( \delta_n \) is strictly monotone increasing and strictly positive. Consider the projection

\[ v_n := x_n / r_n \]

of \( x_n \) on the unit circle. Then

\[ f(x_n) = r_n^2 (v_n^T Q v_n + p^T v_n / r_n) = -\delta_n \rightarrow -\infty. \]

Since \( v_n^T Q v_n \geq 0 \) and \( p^T v_n / r_n \rightarrow 0 \), \( \lim_{n \rightarrow \infty} (v_n^T Q v_n + p^T v_n / r_n) \geq 0. \) Also, since \( -\delta_n / r_n^2 \leq 0 \), \( \limsup_{n \rightarrow \infty} (-\delta_n / r_n^2) \leq 0. \) Hence, \( \lim_{n \rightarrow \infty} (v_n^T Q v_n + p^T v_n / r_n) = 0 = \lim_{n \rightarrow \infty} -\delta_n / r_n^2. \) Now, \( p^T v_n < 0 \), since \( p^T v_n / r_n = -\delta_n / r_n^2 - v_n^T Q v_n \) and the first term on the right is strictly negative while the second term is nonpositive. Consider any subsequence \( v_{n_k} \rightarrow v^*. \) For such a subsequence, \( \lim_{k \rightarrow \infty} p^T v_{n_k} \leq 0. \) Also,

\[ 0 = \lim_{k \rightarrow \infty} (v_{n_k}^T Q v_{n_k} + p^T v_{n_k} / r_{n_k}) = \lim_{k \rightarrow \infty} v_{n_k}^T Q v_{n_k} = v^{*T} Q v^* \]

(where the second equality holds since \( p^T v_n \) is bounded). But then, \( v^*^T Q v^* = 0 \) and \( p^T v^* \leq 0, \) contradicting the hypothesis. \( \square \)

Applying this to our context yields the following theorem.

**Theorem 4.4.**

(i) If \( J \) satisfies for each \( \psi \) and \( \phi, \)

\[ J \geq d^\psi, \]

\[ D^\psi S^\psi D^\psi \text{ is conegative}, \]

\[ z^T \left[ (d^\psi - J)D^\psi S^\psi D^\psi - D^\psi r^\psi r^\psi T D^\psi / 2 \right] z \geq 0 \text{ for} \]

\[ \text{each } z \in R^L_+ \text{ with } r^\psi T D^\psi z > 0, \]

\[ \bar{Q}^\phi \text{ is copositive}, \]

\[ \bar{P}^\phi T z > 0 \text{ for all } z \in R^L_+ \text{ with } z^T \bar{Q} z = 0, \]  
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then $J$ is an upper bound as in (2).

(ii) If $J$ satisfies for each $\psi$ and $\phi$

$$J \leq d^{\psi},$$

$D^{\psi} S^{\psi} D^{\psi}$ is copositive,

$$z^T [(d^{\psi} - J) D^{\psi} S^{\psi} D^{\psi} - D^{\psi} r^{\psi} r^{\psi T} D^{\psi} / 2] z \geq 0 \text{ for each}$$

$$z \in R_+^n \text{ with } r^{\psi T} D^{\psi} z < 0,$$

then $J$ is a lower bound as in (4).

Unfortunately, the conditions (16, 17, 18, 19) or (20, 21) are nonlinear. In fact, testing for copositivity or conegativity is NP-Complete (see [11, 12]). Several alternatives are possible which are more restrictive though. One could just require nonnegativity or nonpositivity, as appropriate, of the matrices in (16, 18, 20). This we have already done in Theorem 4.1. Alternately, we could omit the conditions entirely from the linear program, except for sign constraints on the diagonals of the quadratic matrices which arise and which are anyway necessary, and merely check to see whether the solution obtained satisfies the conditions. For the examples presented in the paper we imposed [8, 9, 10] and then checked the boundedness below condition at the end.

5 Bounds for the class of all non-idling policies

If one wants to obtain performance bounds for the class of all non-idling policies, then one only needs to allow for all feasible choices of $u$ in a state $x$, or equivalently, for
each \( \psi \), in (7). Thus, one simply obtains more constraints. The bounds naturally are looser.

6 Bounds for linear switching curves

The procedure described above extends to certain scheduling policies where the regions of the state space in which a particular buffer receives service are described by linear constraints upon the state variables. An example illustrates the possibilities.

Example 6.1. Consider the network of Figure 1. Suppose that buffer \( b_1 \) receives service in the subset \( X^{b_1} \) of \( X \) given by

\[
X^{b_1} = \{ x \in X : x_1 \geq 1, x_1 \geq m_{13}x_3, x_1 \geq m_{14}x_4 \}.
\]

Similarly, let

\[
X^{b_3} = \{ x \in X : x_3 \geq 1, x_1 < m_{13}x_3, x_3 \geq m_{34}x_4 \}
\]

\[
X^{b_4} = \{ x \in X : x_4 \geq 1, x_1 < m_{14}x_4, x_3 < m_{34}x_4 \}
\]

be the regions in which buffers \( b_3 \) and \( b_4 \) receive service, respectively, where \( m_{ij} \geq 0 \).

Note that in order to guarantee that every possible state in which station \( \sigma_1 \) cannot idle is covered by \( \bigcup_{i=1,3,4} X^{b_i} \) we require \( m_{14} = m_{13}m_{34} \).

As before, propose a separate quadratic on each transition invariant region and use \( \phi_{i,j} \) to denote the region in which buffer \( b_i \) receives service at station \( \sigma_1 \) and buffer \( b_j \) receives service at station \( \sigma_2 \). We use \( i = 0 \) and \( j = 0 \) to denote that no buffer is in service at the respective station. Thus, we propose quadratics on the regions.
Figure 1: System of Example 6.1

\[ \phi_{00}, \phi_{10}, \phi_{30}, \phi_{40}, \phi_{02}, \phi_{12}, \phi_{32}, \text{ and } \phi_{42}. \] Each region may need to be partitioned further to consider the inequalities of Lemma 3.1. Let us examine the region \( \phi_{40} = \{ x \in X : x_4 \geq 1, x_2 = 0, x_1 < m_{13}m_{34}x_4, x_3 < m_{34}x_4 \} \). Consider \( x \in \phi_{40} \) such that \( x_1 + 1 < m_{13}m_{34}x_4, x_1 < m_{13}m_{34}(x_4 - 1) \), and \( x_3 < m_{34}(x_4 - 1) \). For all such \( x \), the next possible states remain in \( \phi_{40} \), so that for every such state we require.

\[
J \geq x_1 + x_3 + x_4 + \lambda[W^{\phi_{40}}(x + e_1) - W^{\phi_{40}}(x)] \\
+ \mu_4[W^{\phi_{40}}(x - e_4) - W^{\phi_{40}}(x)].
\]  \hspace{1cm} (22)

Equivalently (suppressing the superscript \( \phi_{40} \)),

\[
J \geq \lambda[p_1 + \frac{1}{4}q_{11}] + \mu_4[-p_4 + \frac{1}{4}q_{44}] + x_1[1 + \lambda q_{11} - \mu_4q_{14}] \\
+ x_3[1 + \lambda q_{13} - \mu_4q_{34}] + x_4[1 + \lambda q_{14} - \mu_4q_{44}].
\]

We now invoke the linear constraints on \( x_1, x_3, \text{ and } x_4 \). Clearly, we must have

\[
A := 1 + \lambda q_{14} - \mu_4q_{44} \leq 0,
\]
so that requiring (where \( \alpha_1, \alpha_3 \geq 0 \) and \( \alpha_1 + \alpha_3 = 1 \))

\[
J \geq \lambda[p_1 + \frac{1}{2}q_{11}] + \mu_4[-p_4 + \frac{1}{2}q_{44}] + \alpha_1(\frac{x_1}{m_{14}})A + \alpha_3(\frac{x_3}{m_{34}})A
\]

\[
+ \ x_1[1 + \lambda q_{11} - \mu_4 q_{14}] + x_3[1 + \lambda q_{13} - \mu_3 q_{34}],
\]

will ensure (22). We see here that choices will arise in the construction of a linear program as one is free to choose the values \( \alpha_1 \) and \( \alpha_3 \). Once such values have been chosen, we can then require

\[
J \geq \lambda[p_1 + \frac{1}{2}q_{11}] + \mu_4[-p_4 + \frac{1}{2}q_{44}],
\]

\[
0 \geq 1 + \lambda q_{14} - \mu_4 q_{14} =: A.
\]

\[
0 \geq 1 + \lambda q_{11} - \mu_4 q_{14} + \left(\frac{\alpha_1}{m_{14}}\right)A.
\]

\[
0 \geq 1 + \lambda q_{13} - \mu_3 q_{34} + \left(\frac{\alpha_3}{m_{34}}\right)A.
\]

Similarly treating each region we obtain a linear program.

7 Incorporating virtual stations

For certain buffer priority policies, Dai et. al [8, 9, 10] have shown that certain regions in the state-space are transient. Indeed, some regions \( X^\phi \) can never be entered when the initial condition \( x(0) \) is the origin, which is in the single closed communicating class. This allows us to simply drop such \( \phi \)'s from the linear program, thus reducing the number of constraints. This provides a smaller upper bound and a larger lower bound on performance.

A little notation is helpful. Given a set of buffers \( C \), let \( Stat(C) \) denote the set of all stations which serve at least one buffer in \( C \). Given a set of buffers \( C \) and a station
\( \tau \), let \( \text{Buff}(C, \sigma) \) denote all those buffers in \( C \) which are served by station \( \sigma \).

**Definition 7.1: A virtual multiserver station.** A nonempty set of buffers \( C \) is a virtual multiserver station if

(i) \( b_1 \notin C \)

(ii) \( b_i \in C \) and \( \sigma(i) = \sigma(i-1) \Rightarrow b_{i-1} \in C \)

(iii) \( b_i \in C \) and \( \sigma(i) \neq \sigma(i-1) \Rightarrow b_{i-1} \notin C \) and \( \sigma(i-1) \in \text{Stat}(C) \).

**Definition 7.2: A \( C \)-Exciting Buffer Priority Policy.** A buffer priority policy will be said to excite a virtual multiserver station \( C \) if the buffers in \( \text{Buff}(C, \sigma) \) have higher priority than \( \{ b_i \in \text{Buff}(C^c, \sigma) : b_{i+1} \in C \} \).

The following result is due to [8, 9, 10].

**Theorem 7.3.** Consider a buffer priority policy exciting a virtual multiserver station \( C \). There is a random time \( \tau < +\infty \) a.s. such that

\[
\prod_{\sigma \in \text{Stat}(C)} \left( \sum_{i \in \text{Buff}(C, \sigma)} x_i(t) \right) = 0 \text{ for all } t \geq \tau, \text{ a.s.}
\]

The following example illustrates the above definitions and Theorems.

**Example 7.4.** Consider the system shown in Figure 2. The set \( C = \{ b_2, b_4 \} \) is a virtual multiserver station. The buffer priority policy giving priority to \( b_2 \) and \( b_4 \) excites \( C \). Suppose \( x(0) = 0 \) is the initial condition. Then

\[ x_2(t)x_4(t) = 0 \quad \text{for all } t \geq 0. \]

Thus Theorem 7.3 simply says that \( x_2(t) \) and \( x_4(t) \) cannot simultaneously be non-empty. To see this, suppose that they are initially empty. Consider the first time when
one is nonempty, say $b_2$. Since $b_2$ has priority, $b_3$ cannot be served. Thus $b_4$ cannot get any customer from $b_3$. Hence $b_4$ is empty as long as $b_2$ is nonempty. Now consider the first time subsequently that $b_4$ is nonempty. Necessarily, $b_2$ is empty. Since $b_4$ has higher priority than $b_1$, no customer can complete service at $b_1$ and move to $b_2$. Thus $b_2$ remains empty as long as $b_4$ is nonempty.

Continuing this argument shows that both $b_2$ and $b_4$ cannot simultaneously be nonempty. \hfill \Box

Suppose the buffer priority policy under consideration is $C$-exciting. If $\phi$ is such that

$$\prod_{\sigma \in \text{Stat}(C)} \sum_{i \in \text{Buffer}(C,\sigma)} \phi_i > 0, \quad (23)$$

then the region $X^\phi$ is transient by Theorem 7.3. Hence such a $\phi$ can be dropped from the linear program. This lowers the upper bound on performance, and increases the lower bound.

We note that a buffer priority policy may excite more than one virtual multiserver station. In that case we can restrict attention to those virtual multiserver stations which are non-nested. By this we mean a set $C_1, C_2, \ldots, C_n$ of virtual multiserver
stations for which there are no $i$ and $j$ satisfying the conditions:

$$i \neq j, \ C_i \subseteq C_j \text{ and } \text{Stat}(C_i) = \text{Stat}(C_j).$$

The presence of virtual multiserver stations can also be used to improve the LPs in [1] by appending some constraints. Consider first the case where there are only two stations serving a virtual multiserver station $C$. Let $\sigma_1$ and $\sigma_2$ denote the two stations involved. If $x_i(t) \geq 1$ for $i \in \text{Buff}(C, \sigma_1)$, then $x_j(t) = 0$ for $j \in \text{Buff}(C, \sigma_2)$. Hence $u_i(t) = 0$ also for such $j$. Defining $z_{ji} = E[u_i(t)x_i(t)]$ as in [1], we obtain the constraint

$$\sum_{i \in \text{Buff}(C, \sigma_1)} \sum_{j \in \text{Buff}(C, \sigma_2)} z_{ji} = 0. \quad (24)$$

If two or more stations serve $C$, then

$$\sum_{i \in C} u_i(t) \leq |\text{Stat}(C)| - 1.$$  

Hence multiplying by any $x_j(t)$ yields the constraint

$$\sum_{i \in C} z_{ij} \leq |\text{Stat}(C)| - 1|E[x_j(t)]. \quad (25)$$

It is easy to see that (25) is a somewhat crude way of obtaining a constraint from the action of the virtual multiserver station. It is much better to just drop a $\phi$ satisfying [23].

**Example 7.5.** Consider the network of Figure 2, with $\mu_1 = 1, \mu_2 = 1/2, \mu_3 = 1, \mu_4 = 1/2$, operating under the buffer priority policy giving priority to $b_4$ and $b_2$. The virtual multiserver station $C = \{b_2, b_4\}$ is excited by this policy. Figure 3 provides point-wise performance bounds versus the system loading under a finite second moment.
assumption (so that one need not test whether $W(x)$ is bounded below as discussed in Appendix A.1). The dashed line bounds were obtained from the techniques of [1] (incorporating the virtual multiserver station constraints of this section). The approach of Theorem 4.1 coupled with the elimination of transient faces produces the solid line bounds. The improvement is evident. \qed

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.png}
\caption{Performance bounds as a function of load for Example 7.5}
\end{figure}

8 Another embellishment: successive reenterancy

Here is a minor embellishment. Suppose $\sigma(i-1) = \sigma(i)$, and $b_i$ has higher priority than $b_{i-1}$. Then it is easy to see that after some random time $\tau$.

$$x_i(t) = 0 \text{ or } 1 \text{ for all } t \geq \tau.$$
Hence a region $Y^\psi$ with $\psi_i = 2$ need not be considered in the linear program, again improving the bounds.

# 9 Functional bounds

In the preceding section, we have obtained a separate bound for each $\lambda$, that is, we have solved a separate linear program for each value of $\lambda$. Now we show, as in [5, 6], how to solve a single linear program which obtains a bound for all $\lambda$'s.

The nominal load on the system, at an arrival rate of $\lambda$, is

$$\rho := \max_{i \in \sigma} \frac{\lambda}{\mu_i}.$$  

Thus the system can conceivably operate in the range $0 \leq \rho < 1$. However, under a particular scheduling policy the mean number in the system may be infinite at a value $\rho < 1$. To allow for this possibility we consider Laurent expansions which allow divergence at some $\rho' \leq 1$:

$$J(\rho) = \sum_{m=-1}^{M} \frac{J_m}{(\rho' - \rho)^m},$$

$$c^\phi(\rho) = \sum_{m=-1}^{M} \frac{c_m^{\phi}}{(\rho' - \rho)^m},$$

$$p^\phi(\rho) = \sum_{m=-1}^{M} \frac{p_m^{\phi}}{(\rho' - \rho)^m},$$

$$Q^\phi(\rho) = \sum_{m=-1}^{M} \frac{Q_m^{\phi}}{(\rho' - \rho)^m},$$

for $0 \leq \rho < \rho'$. The quadratic expression on the region $X^\phi$ is just $W^\phi(x, \rho) = c^\phi(\rho) + p^\phi(\rho)x + \frac{1}{2}x^TP^\phi(\rho)x$, and the composite is:

$$W(x, \rho) = W^\phi(x, \rho) \text{ for } x \in X^\phi.$$
For an upper bound, we would like this $J(\rho)$ and $W(x, \rho)$ to satisfy the average cost inequality below for all $0 \leq \rho < \rho'$:

$$J(\rho) - |x| \geq \lambda[W(x + e_1, \rho) - W(x, \rho)] + \sum_{i} u_i \mu_i[W(x - e_i + e_{i+1}, \rho) - W(x, \rho)].$$

Let $\lambda'$ be the arrival rate corresponding to the load $\rho'$, i.e., $\rho' = \max_{\lambda_i} \sum_{i} \frac{\lambda_i}{\mu_i}$. Then $

\lambda = \frac{\lambda'}{\rho'} \rho$. Hence $\lambda$ can be written as

$$\lambda = \lambda' - \frac{\lambda'}{\rho'}(\rho' - \rho).$$

Hence we need to satisfy

$$J(\rho) - |x| \geq \lambda'[W(x + e_1, \rho) - W(x, \rho)] - \frac{\lambda'}{\rho'}(\rho' - \rho)[W(x + e_1, \rho) - W(x, \rho)] + \sum_{i} u_i \mu_i[W(x - e_i + e_{i+1}, \rho) - W(x, \rho)].$$

Both the left-hand side and the right-hand side are expansions in powers of $(\rho' - \rho)$. We seek to satisfy the inequality by enforcing the inequalities for each of the coefficients of corresponding powers of $(\rho' - \rho)$ on both the left-hand side and right-hand side. For each power $(\rho' - \rho)^n$, we then obtain inequalities by following the method leading to Theorem 4.1, yielding to a linear program for functional bounds.

The issue of determining whether any $W(x)$ function obtained is indeed bounded below (for an upper functional bound), may be approached in two ways. The first is to require the conditions of Lemma 4.3 to hold for each power of $W^\phi(x, \rho)$, i.e., require $Q_m^\phi$ to be copositive and $p_m^{\phi T} x \geq 0$ for all $x \in R^L_+$ with $x^T Q_m^\phi x = 0$ for each $m$ and $\phi$. Alternatively, one can write the $W(x, \rho)$ function with $\rho$ multiplying each term and check the resulting powers for the condition, e.g., if $\rho' = 1$, require $\sum_{m=k}^M Q_m^\phi$ to be copositive for all $k$ and similarly for the linear terms.
Regarding the choice of $\rho'$, the obvious first choice is $\rho' = 1$. If the linear program is infeasible, then one reduces $\rho'$ until it is feasible. Concerning $M$, one starts with $M = 1$. If this is infeasible, one increases it to $M = 2$ and so on until feasibility. Concerning the objective function, there is considerable latitude. If one wants to bound heavy traffic performance, then one chooses $J_M$. After minimizing it, there is still some latitude. One can constrain $J_M$ at its minimum value, and then minimize $J_{M-1}$, and so on. Alternatively, if one wants to bound performance at a particular value $\bar{\rho}$, then the natural objective function is $\sum_{m=1}^{M-1} \frac{J_m}{(\rho'-\bar{\rho})^m}$. In all cases, at feasibility one wants a gross upper bound valid for all $0 \leq \rho < \rho'$.

A similar approach also yields functional lower bounds.

The extension to upper and lower performance bounds for the class of all non-idling policies is just as in Section 5.

**Example 9.1.** Consider the network of Figure 4, with $\mu_1 = 3, \mu_2 = 3/2, \mu_3 = 3/2, \mu_4 = 3$, operating under the LBFS (last buffer first served) buffer priority policy. In [6], the functional bounds

$$\frac{1.2222\rho}{1-\rho} + 0.7778\rho \leq E |x(n)| \leq \frac{2.8333\rho}{1-\rho} + 0.6667\rho,$$

for all $\rho \in [0,1)$, were obtained. Through the approach presented here the following functional bounds were obtained:

$$\max \left\{ \frac{1.7222}{1-\rho} - 1.1729 - 10.5493(1-\rho), \frac{1.4645}{1-\rho} - 0.9290 - 0.5355(1-\rho) \right\}$$

$$\leq E |x(n)| \leq \frac{2.8333}{1-\rho} - 3.6667 + 0.8333(1-\rho).$$
The lower bound improvement is clear. The coefficient of $1/(1 - \rho)$ in the upper bound remains the same but the upper bound is also an improvement. Figure 5 is a plot of the functional bounds. The dashed line bounds were obtained via the techniques of this paper, while the solid line bounds are those of [6].

![Figure 4: System of Example 9.1](image)

![Figure 5: Functional bounds for the system of Example 9.1](image)
10 Concluding remarks

The approach developed here exploits to the hilt the key shift invariance of transition probabilities in queueing networks. It proposes a systematic face based quadratic form for the differential costs in the average cost inequality. The net result is a provably superior approach than in [1]. However the number of \( \psi \)'s to be considered can grow quickly with \( L \), the upper bound is \( 3^L \). The issue of size reduction of the LPs merits further attention.
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11 Appendix A.1

We show that if one uses a single quadratic expression

\[ W(x) = c + p^T x + \frac{1}{2} x^T Q x \]

over the entire state space, then one improves upon the LPs in [1]. This establishes the superiority of the bounds obtained from the consideration of different such \( W^\phi \)'s in different regions \( X^\phi \).

To show this, we must modify the assumptions to match those of [1]. Specifically, rather than requiring that \( W(x) \) be bounded below, we assume a finite second moment for \( x(t) \). Lemma 3.1 carries over with this change since \( \frac{E[|x|^2]}{N} \to 0 \) under this assumption.

For specificity, we focus on a buffer priority policy \( \theta \). The result for the class of all non-idling policies is similarly established.

For a given region \( X^\phi \) and station \( \sigma \), let \( b_i(\phi,\sigma,\delta) \) denote the buffer that is served at station \( \sigma \). If all buffers at \( \sigma \) are empty in \( X^\phi \), then such a station is understood to be dropped from the summation below. The LP in Theorem 4.1 collapses to

\[
\text{Min } J
\]

subject to

\[
J \geq c^T \psi + \lambda \left[ p_1 + \frac{1}{2} q_{11} + \sum_k q_{1k} \psi_k \right]
\]

\[
+ \sum_{\sigma} \mu_i(\phi(\psi),\sigma,\delta) \left[ p_i(\phi(\psi),\sigma,\delta) + 1 - p_i(\phi(\psi),\sigma,\delta) + \frac{1}{2} q_i(\phi(\psi),\sigma,\delta)+1,i(\phi(\psi),\sigma,\delta)+1 \right]
\]

\[
+ \frac{1}{2} q_i(\phi(\psi),\sigma,\delta),i(\phi(\psi),\sigma,\delta) - q_i(\phi(\psi),\sigma,\delta),i(\phi(\psi),\sigma,\delta)+1
\]

27
\[
1 + \lambda q_{i,j} + \sum_{k} \mu_{i} (\phi(\psi), \sigma, \theta) \left( g_{i,\phi(\psi), \sigma, \theta, k+1} - q_{i,\phi(\psi), \sigma, \theta, k} \right) \psi_{k} \geq 0, \forall j \text{ such that } \psi_{j} = 2.
\]

for all \( \psi \).

The second constraint above is the same as the constraint of the duals of the original LPs, see [4]. Take any \( Q \) satisfying them. The choice \( p_{i} = q_{ii} + \sum_{k=i+1}^{L} q_{k,k} - \sum_{k=1}^{L} q_{k,k+1} \) is then feasible. This coincides with the objective function of the duals of the original LPs, see [4]. This establishes that the value is at least as good as that of the original LPs. The proof for the lower bound is similar.

The proof of superiority extends when virtual multiserver station constraints (24) and (25) are added to the constraints of [1], while the \( \phi \)'s satisfying (23) are removed as in Section 6. Actually in this case the incorporation of virtual multiserver stations through the elimination of certain \( \phi \)'s is superior to the somewhat crude consequences of virtual multiserver stations captured by (24,25).

## 12 Appendix A.2: The definitions of \( d^{\psi} \), \( r^{\psi} \) and \( S^{\psi} \)

Let \( e = (1, \ldots, 1)^{T} \). Note that \( e^{T} x = |x| \) for \( x \in \mathbb{Z}_{+}^{L} \). Then

\[
d^{\psi} := e^{T} \psi + \lambda \left[ e^{\phi(\psi+c_{1})} - e^{\phi(\psi)} + p_{1}^{\phi(\psi+c_{1})} + \frac{1}{2} q_{11}^{\phi(\psi+c_{1})} \right. \\
+ \left. (p^{\phi(\psi+c_{1})} - p^{\phi(\psi)}) + Q^{\phi(\psi+c_{1})} \right] e_{1} \psi + \frac{1}{2} (Q^{\phi(\psi+c_{1})} - Q^{\phi(\psi)}) \psi \\
+ \sum_{i: u_{i}(\phi(\psi)) = 1} \mu_{i} \left[ e^{\phi(\psi-c_{i}+c_{i+1})} - e^{\phi(\psi)} - p_{i}^{\phi(\psi-c_{i}+c_{i+1})} \right. \\
- \left. p_{i+1}^{\phi(\psi-c_{i}+c_{i+1})} + \frac{1}{2} q_{ii}^{\phi(\psi-c_{i}+c_{i+1})} + \frac{1}{2} q_{i+1,i+1}^{\phi(\psi-c_{i}+c_{i+1})} \right. \\
- \left. \frac{1}{2} q_{i+1,i+1}^{\phi(\psi-c_{i}+c_{i+1})} \right]
\]

\[28\]
\( q_{i,i+1}^{\phi(\psi-e_i+e_{i+1})} + \left( p^{\phi(\psi-e_i+e_{i+1})} + Q^{\phi(\psi-e_i+e_{i+1})}(e_{i+1} - e_i) - p^{\phi(\psi)} \right)^T \psi \)

\[ \frac{1}{2} \psi^T (Q^{\phi(\psi-e_i+e_{i+1})} - Q^{\phi(\psi)}) \psi \]

\( r^\psi := e + \lambda \left[ p^{\phi(\psi+e_1)} + Q^{\phi(\psi+e_1)}(e_1 + \psi) - p^{\phi(\psi)} - Q^{\phi(\psi)} \psi \right] \]

\[ + \sum_{i: u_i(\phi(\psi))=1} \mu_i \left[ p^{\phi(\psi-e_i+e_{i+1})} + Q^{\phi(\psi-e_i+e_{i+1})}(\psi + e_{i+1} - e_i) - p^{\phi(\psi)} - Q^{\phi(\psi)} \psi \right], \]

\( S^\psi := \lambda \left[ Q^{\phi(\psi+e_1)} - Q^{\phi(\psi)} \right] + \sum_{i: u_i(\phi(\psi))=1} \mu_i \left[ Q^{\phi(\psi-e_i+e_{i+1})} - Q^{\phi(\psi)} \right]. \)